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A B S T R A C T

The annual cost of vehicle insurance fraud is estimated to exceed 40 billion dollars. This is an enormous amount
considering the number of new vehicles insured yearly. In terms of higher premiums, it implies that insurance
fraud incurs an additional annual cost to each U.S. family of $400 to $700, on average. Many frauds can be
attributed to previously reported damages, which are submitted a second time to the insurance company. In
these cases, it does not suffice to check the customer’s history to identify them: Damaged car panels can be
removed from one vehicle and reassembled on another to make an insurance claim on the second car. To deal
with these fraud attempts, in this paper, we propose an end-to-end solution to support the special investigation
unit of the insurance companies in their antifraud investigations. For each claim, we organize the images sent
to the insurance company and analyze them to extract basic vehicle information. Subsequently, we use these
images to identify any damage to the bodywork, and, finally, we verify that the damage has not already been
processed in previous claims. To the best of our knowledge, this is the first published work that deals with
this problem through a pipeline that covers the entire claim management process. To validate our proposal,
we compare our solution with other state-of-the-art models for estimating image similarity. Our results show
that our solution is, on average, superior by 15.27% in terms of mean average precision (mAP). In addition,
we report the challenges faced in scaling such a system in a production environment. This aspect is often
ignored, but applying these solutions to industrial settings is of fundamental importance. Our proposed end-
to-end system can reduce by up to 18% the number of false positives produced by the damage reidentification
system. We show that encapsulating several specialized components and merging their intermediate results
leads to a 72% reduction in possible alerts. Finally, to support the discussion and comparison of explanations
for this new task, we introduce a new dataset as a benchmark for damage reidentification.
1. Introduction

The insurance industry consists of thousands of companies, which
collect over one trillion dollars in premiums every year. The massive
size of the industry contributes significantly to the cost of insurance
fraud by providing more opportunities and more incentives to commit
illegal activities. Indeed, the annual cost of vehicle insurance fraud
is estimated to exceed 40 billion dollars (FBI, 2022). Added to this,
insurance fraud is often used to fund the wider activities of criminal
gangs, which may be linked to serious organized crime such as drug
dealing, burglary, or terrorism (Association of British Insurers (ABI),
2022). For this reason, insurance companies have developed processes
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to detect, disrupt, and prosecute people who try to fabricate a claim.
Advanced analytics software helps insurers proactively identify cross-
industry patterns and alert the industry to fraudulent networks. This
work is in this direction: We introduce an end-to-end pipeline designed
to detect automotive damage fraud.

Insurance companies process a very large amount of images every
day. Customers who make a claim for car damage are required to
upload several photographs of the involved vehicle, which allow the
insurance company to examine the damage as well as the vehicle as
a whole. These images include photos of the exterior or interior of
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Fig. 1. Example of damage similarities. Triplets (a)–(b)–(c), (d)–(e)–(f), and (g)–(h)–(i) are real matches of the same damages. Each row shows an example type of damage: scratch,
crack, and dent, respectively.
the vehicle, the insured’s documents, the vehicle registration docu-
ment, details of the damage, the license plate, and the car’s vehicle
identification number (VIN). These images flow into the claim manage-
ment process, through which the insurance experts manually inspect
the correspondence between the claim reported and the information
present in the images. This process requires extracting a significant
number of information from the images, such as the correspondence
of the vehicle in the image with the insured one, the verification of
the license plate number (Cantarini et al., 2020; Djara et al., 2017;
Etomi & Onyishi, 2021; Jaderberg et al., 2016; Jain et al., 2016; Lubna
et al., 2021; Manana et al., 2021; Yaacob et al., 2021), the VIN, the
color of the car, or the presence of damages on the bodywork (Bandi
et al., 2021; Kyu & Woraratpanya, 2020; Malik et al., 2020; Patil
et al., 2017). Extracting manually all these data requires a very large
amount of time and effort and has a significant effect on the costs
incurred by the insurance companies. Added to this is the need to deal
with increasingly sophisticated attempts at fraud (Association of British
Insurers (ABI), 2022; FBI, 2022). In some cases, previously reported
damages are reproposed to the same insurance company to obtain new
compensation. A first idea to address this problem could be to verify
that the vehicle analyzed has not suffered the exact same damage in the
past; yet this is not always sufficient: In fact, in the most sophisticated
cases, the damaged bodywork component is removed from the vehicle
and reassembled on another car! Thus, to identify this type of fraud,
requires to inspect the damages and compare damages among different
vehicles. Of course, the adversary can even change the damage by
scratching more or hitting the already damaged part, which makes
this problem even harder to solve. Identifying these cases among the
millions of images processed every year is an extremely complex task to
automate because of the enormous heterogeneity of the collected data.
Different damages of the same type can have different shapes, sizes,
2

and colors. Added to this, reflections or dirt on the bodywork can make
it even more difficult to identify them. In this paper, we introduce a
new pipeline, which is designed to support the experts to automatically
identifying possible fraud attempts. Fig. 1 shows some examples of this
problem for three types of damage.

Bodywork damage can be classified in various ways according to
its severity. In the worst cases, an accident can lead to the destruction
and deformation of a substantial part of the bodywork. In less severe
cases, the damage may simply be limited to a scratch, dent, or crack.
This second category of damages is certainly the most widespread
and the most easy to apply insurance fraud; for this reason in this
work we narrow the attention to these categories of damage. However,
recognizing them can be very complex. Each damage can have a very
different shape and size from any other. An additional complication
arises from the necessity to be able to recognize these damages in spite
of reflections, light conditions, partial occlusions, zoom-level, blurring,
or dirt on the bodywork. The problem becomes even harder because
of the need to find the same damage among millions of images, in
which (even worse) the photograph of the damage may have been taken
from a different angle and under different environmental conditions
(lighting, background, etc.). Unfortunately, unlike other tasks such as
person reidentification (which we discuss in Section 2.2), this problem
has been little addressed on cars because of the scarce availability of
open data available to explore new possible solutions.

The main contributions of this paper can be summarized as follows:

• We introduce a new benchmark dataset for the recognition of
similar damages; with this, we hope to stimulate discussion on
this type of problem and to make a common dataset available to
the community to evaluate the proposed solutions.

• We propose an end-to-end pipeline for damage similarity detec-
tion. As far as we know, this is the first work that proposes to
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investigate the possibility of recognizing this type of fraud with a
pipeline that manages the entire process from image acquisition
to signaling of possible similar damage.

• We discuss the difficulties encountered in scaling these solutions
in a real-world setting.

In detail, our proposed system is structured in the following dif-
erent phases: images sent by policyholders are initially filtered to
elect only those containing the exterior of the vehicle. The car is then
etected within the image. At this point, the system classifies the color
nd brand of the vehicle and localizes the damages present on the car.
inally, the identified damages are mapped within an embedding and
ompared with those of the claims already analyzed in the past, filtering
he possible matches with respect to the color, brand and view of the
ehicle. This filtering is intended to reduce the number of comparisons
o be made and reduce the possible number of incorrect matches.

The rest of this paper is organized as follows. In Section 2, we begin
y reviewing the actual state of the art solutions and comparing these
ethods with our proposed pipeline. Section 3 describes the proposed
ipeline and Section 4 discusses the implementation details with an
n-depth look at the dataset and the evaluation metrics. Finally, in
ections Section 5, 6, and 7 we report our experiments and we draw
ome discussion before concluding the paper.

. Related work

Insurance companies receive thousands of new claims every day,
ach containing several images. After being taken over, insurance
ompany experts must analyze all the images of a claim to decide how
o conclude the compensation process. For the larger insurance com-
anies, this translates into having to analyze millions of images every
ear. However, managing such a large amount of data is extremely
xpensive in terms of human resources and cost of maintaining these
rocesses. Furthermore, detecting fraud attempts on millions of claims
s an even more complex task. As a result, many insurance companies
ave started developing image-analysis solutions to automate part of
he claim management process. In the following sections we focus
n the fundamental blocks of the pipeline proposed in this work: (1)
amage recognition systems and (2) deep learning techniques for object
eidentification in images.

.1. Damage detection

The enormous heterogeneity of damages and the lack of large
abeled datasets makes it difficult to train robust damage classifiers.
n addition to this, being a very different task compared to traditional
bject detection tasks in which a certain object to be identified has a
ore or less homogeneous shape, it is not obvious that using pretrained
odels can improve the performance of a damage classifier. In sight

f this (Patil et al., 2017) consider a wide range of damages such as
ent, glass shatter, broken lamp, scratch or smash, and propose a series
f experiments in which they compare the effectiveness of different
pproaches including (1) training a CNN, (2) unsupervised pretraining
f an auto-encoder followed by a fine-tuning, (3) using of transfer
earning from CNN trained on ImageNet (Deng et al., 2009) and (4)
reating an ensemble classifier on top of the set of pretrained classifiers.
similar approach is proposed by Kyu and Woraratpanya (2020), who

ollect a dataset of damaged and undamaged car images from the web
nd fine-tune a pretrained VGG (Simonyan & Zisserman, 2014) with
2 regularization to contain overfitting. The results from Patil et al.
how that transfer learning combined with ensemble learning works
est. However, ensemble learning can be computationally expensive,
eading to the increase of maintenance cost of an automated claim
anagement pipeline. On the contrary, in this paper, we propose a

impler approach that allows to obtain acceptable performance without
3

equiring too many computational resources. With the same hardware
available, this allows you to optimize the claim management process
without increasing processing times or costs per image.

Accurately recognizing damages is not enough to automate the
entire damage detection process. To use these methods in production
it is first of all necessary to select only the images that may contain
the damage. For this reason, in many cases, damage detection models
are often preceded by other models that deal with filtering images
containing vehicles and are used in parallel with another car-panel
detection system that allows damage to be localized on the bodywork.
In this direction, Bandi et al. (2021) propose an approach based on
a pipeline made up of four models: (1) a filter that discards images
that do not contain cars, (2) a classifier that identifies damages to
the bodywork, and two parallel classifier estimating (3) the severity
of the damage, and (4) position (side, rear, front). Khan et al. (2021)
propose a similar methodology. In terms of deep-learning architec-
tures, the Mask R-CNN (He et al., 2018) is a common and accurate
solution for damage and panels detection (Zhang et al., 2020; Zhu
et al., 2019). Zhu et al. (2019), propose a pipeline consisting of a
Mask R-CNN for identifying vehicle panels, a RetinaNet (Lin et al.,
2018) used for damage recognition and an Inception-V3 (Szegedy et al.,
2015) network that classifies the type of damage and the corresponding
severity. Differently, in our work, the localization of the damage is
obtained by classifying the view of the vehicle, that is back, front,
left, right, back-left, and so on. However, the complexity of car-damage
detection and segmentation may lead to lower detection segmentation
accuracy and slower detection speed. Therefore, Zhang et al. (2020)
propose a modification of the ResNet-50 (He et al., 2015) network. By
reducing the number of layers in the residual network, and adjusting
the internal structure to strengthen the regularization of the model,
they enhance its generalization ability. Compared to these works, in
this paper, we choose to adopt the Mask RCNN for damage detection
and to filter possible matches based on the view of the vehicle. Through
our experiments, we show that this model performs really well in a real
setting. Moreover, our pipeline is based on a filtering step that selects
images containing vehicles, a vehicle detection module that retrieves
the position of the vehicle in the image, and brand and color detection
systems that extract the information about the car. All these modules
are in handy to produce an end-to-end damage detection system.

2.2. Deep-reidentification architectures

The lack of data and understanding of the challenges associated
with insurance fraud by people outside the insurance business has
not attracted the scientific community’s interest in these problems. To
our knowledge, the only work dealing with damage reidentification
has been proposed by Li et al. (2018). The paper proposes to use the
YOLO (Redmon et al., 2016) network as a local damage detector and a
pretrained VGG16 as a global feature descriptor. By fusing the features
extracted by the last convolutional layer of the VGG16 with a color
histogram, they obtain a more discriminative global descriptor. The
local and global descriptors are finally concatenated and compared
with an image history via the cosine distance. Differently from Li et al.
(2018), in this paper we cast the problem to a reidentification task,
similarly to what has been done for person reidentification (Liu et al.,
2017; Munjal et al., 2019; Xiao et al., 2017). Whereas Li et al. (2018)
use the color and global features to make descriptors more robust, we
propose to use them to filter the possible pairs to compare. Indeed,
comparing every possible damage (which we consider as a query)
with an insurance company’s database containing all the previously
checked claims could require an unsustainable number of comparisons.
For this, we propose to filter the images based on the color, the
brand, and the panel on which the damage is located, and we use this
information to retrieve possible matches containing near duplicates to
the new one. Zheng, Liang, et al. (2015) use a similar approach for the
car-reidentification task. In their work, the car attributes are divided

into two categories: special attributes and common attributes. Special
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Fig. 2. Our proposed pipeline. Images are first filtered to select images that capture the exterior of the vehicle through an EfficientNet-B5 and then, based on the view of the
vehicle, that is, the sides of the car visible in the image., with an EfficientNet-B3. Zoomed images that only capture details of the damage do not allow to extract vehicle information
because the zoom on the damage makes it difficult, if not impossible, to extract information about the car or the location of the damage on the bodywork; therefore they are
immediately sent to the damage detector module. If the image depicts the entire vehicle, we detect the car with a RetinaNet-R50, we extract the brand and color of the vehicle
with an EfficientNet-B2 and MobileNet, respectively, and we locate the damage over the car bodywork with a Mask R-CNN. Images are then filtered based on these information
and are finally sent to the damage reidentification module (i.e., OSNet).
attributes reflect the car’s unique characteristics, such as individual
paints or car damage, whereas common attributes denote the car’s
inherent appearance. Using specific attributes to re-rank results has
been shown to increase retrieval performance. In our setting, however,
we are interested in reidentifying damages, which represent one of the
unique attributes of a car. Therefore, we chose to filter images based on
their common characteristics to reidentify damage by only looking for
it on vehicles of the same model, panel, and color as the query image.

Searching for damages is extremely challenging, as those may
appear with a cluttered background and occlusion. In addition, the
queried damage can appear in the gallery from different viewpoints,
scales and lighting or reflection conditions, which makes this scenario
very similar to that of the reidentification of objects, where an ob-
ject can appear under different views and conditions. Most existing
deep reidentification convolutional neural networks (CNNs) (Ahmed
et al., 2015; Guo & Cheung, 2018; Li et al., 2014; Shen et al., 2018;
Subramaniam et al., 2016; Varior et al., 2016; Wang et al., 2018) bor-
row architectures designed for generic object classification problems.
However, these architectures are designed to treat objects with the
exact and fixed shape that characterizes them. This does not apply to
damages, which are harder to be matched to a shape. Each damage
has unique distinguishing characteristics because of its typical irregular
shape. Consequently, using CNNs designed to recognize objects of
regular shape more easily leads the models to overfit on the training set
without being able to really learn useful information for our task. An
interesting idea to cope with this kind of problems comes from Zhou
et al. (2019), who propose the OSNet, a network that learns multiscale
features explicitly at each layer of the network. This is accomplished
by a residual block composed of multiple convolutional streams, each
detecting features at a certain scale. Then, a unified aggregation gate
fuses multi-scale features with input-dependent channel-wise weights.
To efficiently learn spatial-channel correlations and avoid overfitting,
the building block uses pointwise and depthwise convolutions. Thanks
to this structure, the OSNet turns out to be extremely lightweight and
less prone to overfitting. For these reasons, in this paper, we propose
a damage reidentifier based on an OSNet backbone and compare its
performance with other state-of-the-art methods, specifically, Bursztein
et al. (2021) and Deng et al. (2018).

In parallel with the drafting of this work, new reidentification
strategies based on attention mechanisms have been proposed. He
et al. (2021) introduced a transformer-based object reidentification
framework, which is made of a patch module that rearranges patch
embeddings by shift and shuffles operations. This results in robust
features with increased discriminating ability and side information em-
beddings that counteract feature bias towards camera-view fluctuations
by including these non-visual cues into learnable embeddings. Zhu et al.
(2022) propose a similar approach, which uses a dual cross-attention
learning algorithm to coordinate with self-attention learning, and they
show that it reduces misleading attentions and diffuses the attention
4

response to discover more complementary parts for recognition. These
works are based on very deep models, which are helpful in tasks where
many training examples are available. In our case, however, we do not
have enough labeled data to justify the use of these models. Therefore,
we decided to propose a less complex network, such as OSNet, which
helps us control model overfitting.

Finally, in this work, as well as in the ones just discussed so far,
we have a labeled dataset available and we treat the problem with a
supervised approach. In addition, there are unsupervised approaches
based on contrastive learning (Dai et al., 2022; Lin et al., 2020) or non-
contrastive (Han et al., 2022) learning techniques. These approaches
have not yet been explored on the damage reidentification task, and
we leave this possibility open as a possible extension of this work in
the future.

3. Approach

The images sent to insurance can be very different from each other.
Some of these represent documents, other details of the bodywork or
mechanical parts, and others could portray images of the interior or
exterior of the vehicle. In addition to this, the data collected in different
countries may have biases that differentiate them from those of others.
To manage this complexity in a real system, we introduce an end-to-end
pipeline for recognizing similar damages in a large gallery of collected
images. Our system, illustrated in Fig. 2, is based on five main steps.
Initially, images entering the pipeline are filtered to select only images
of the exterior of the car. Then, the car view classification module
classifies the sides of the car visible in the image, that is, front, back,
front-left, back-right, and so on. Based on this classification, the zoomed
images are directly sent to the damage recognition module, whereas
the other images are used to extract the branding and color of the car.
This information is useful for filtering the matches to be verified within
the image database. The final module of the pipeline selects images of
vehicles with damage similar to that of the newly uploaded images.
Damages recovered from the system that exceed a certain similarity
threshold are selected as potential copies of the damage and are then
reported to the claim experts.

In the remaining of this section, we describe these components.
We begin from the vehicle information extraction, which is used to
reduce the number of damages to compare. Then, we discuss the
damage detection and localization module, and, finally, we introduce
our damage reidentification system.

3.1. Damage localization and claim-level feature aggregation

We integrate our damage reidentification system into a pipeline that
deals with the identification of damages and the extraction of basic
information on the claim under analysis. The first part of the pipeline
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deals with filtering the images of the claims, selecting only those that
portray the vehicle from the outside, as the damages that we analyze in
this paper are damages that can only be found on the vehicle bodywork.
To do this we use an EfficientNet-B5 (Tan & Le, 2020) trained on
11 classes (Documents, Odometer, Exterior, Interior, Mechanical Parts,
Disassembled Parts, Display, three VIN classes, and Others) to select
only images of the exterior (i.e., the Exterior class) of the vehicle. Next,

e classify the vehicle view with an EfficientNet-B3 (Tan & Le, 2020)
rained on 9 classes (Back, Back-Left, Back-Right, Left, Right, Front,
ront-Left, Front-Right, and Zoomed). These two steps allow us to select
nly images of the exterior of the vehicle and distinguish different
iews of the bodywork of the car. These two steps are then followed
y the extraction of the vehicle information and the recognition of the
amage.

Vehicle information. With millions of new claims open every year,
nsurance companies collect a significant number of images. All this
ranslates into having to compare each new damage with millions of
ther damages present in the database. In one year, this would mean
aking millions or billions of comparisons, which would be compu-

ationally prohibitively expensive. To reduce the complexity of these
omparisons we propose a pipeline that extracts various information
bout the vehicle, which we use to reduce the search space: Although
t is possible to perform fraud by reassembling a panel of one car on
nother one, or to claim damage on the same vehicle, these require
hat the target vehicle has the same model and color with the original
ne; thus the research can be limited to vehicles of the same brand,
odel, and color. of the same model and color. To automate this

process, we propose the pipeline in Fig. 2. After the images have been
filtered and classified according to the view of the vehicle, a RetinaNet-
R50 (Lin et al., 2018) extracts the bounding boxes of the vehicle and
the car’s brand logo. These two pieces of information are then used
to classify the brand and color of the car. For these two steps, we
employ an EfficientNet-B2 (Tan & Le, 2020) for brand classification
and a MobileNet (Howard et al., 2017) for color classification. The
aforementioned models are all trained with cross entropy loss except for
RetinaNet that is trained with the focal loss function introduced in Lin
et al. (2018).

Damage detection and localization. Pictures of a claim must
typically include both close-up shots of the damage and images with
a distant view that contains the entire body of the car. These different
perspectives allow on one hand the identification of the insured car
and on the other hand, precise localization of the damage that has been
reported. Identifying damage in an image is a key part of our pipeline as
the entire reidentification system needs accurate damage identification
to find any fraud attempts. However, it is important to note that this
task is more challenging than traditional object detection problems, as
the damage can have very different characteristics. In this work, we
focus on the three most common damages: scratches, dents, and cracks.
We treat this problem as a segmentation problem, in which we want to
reconstruct the segmentation mask of the damage and its corresponding
class. Mask R-CNN has proved extremely robust and accurate for this
type of applications; therefore, we adopted it in our system with a
ResNext-101 (Xie et al., 2017) backbone and we train this model to
detect damages. Formally, we optimize the model parameters on each
sampled region of interest with respect to the multitask loss introduced
in He et al. (2018).

 = 𝐿𝑐𝑙𝑠 + 𝐿𝑏𝑏𝑜𝑥 + 𝐿𝑚𝑎𝑠𝑘

The classification loss 𝐿𝑐𝑙𝑠 and the bounding box regression loss 𝐿𝑏𝑏𝑜𝑥
re the same from the Faster R-CNN (Ren et al., 2016) architecture,
hereas the mask component is the average binary cross-entropy loss
sed in the standard Mask R-CNN implementation (He et al., 2018).

Accurate damage detection is not enough in a production environ-
ent. Once the damage of a vehicle has been identified, claim experts
5

sually need to verify that the damaged area corresponds to the one
reported. Having this information not only allows us to have a more
precise location of the damage but also allows us to exclude false
matches with damages located in other positions of the car bodywork.
Indeed, the same damage, even if disguised or reassembled on a new
vehicle, will always be found on the same panel (component), which
allows to exclude many other possible pairs. Thanks to the vehicle-view
classification module, we can identify the location of the damage on
one of the sides of the vehicle and thus reduce the possible matches to
be identified in the database.

Claim-level aggregation. Although it is possible to train very
robust deep-learning models, these will still be subject to some, albeit
small, error rate. However, an error in the first part of the pipeline risks
affecting the subsequent damage reidentification module. To reduce
such errors, after an insured opens a claim for compensation and
sends the images of the vehicle, we perform a claim-level refinement:
Given two or more images belonging to the same claim, we select the
brand that is predicted with higher confidence by the brand model
across all images. Formally, given a set of brand predictions 𝐵 =
{𝑓𝑏(𝑥1),… , 𝑓𝑏(𝑥𝑚)} for colored images 𝑥𝑖 ∈ R𝐻×𝑊 ×3, we take:

arg max
𝑓

|

|

{𝑓𝑏(𝑥𝑖) ∈ 𝐵 ∣ 𝑥𝑖 ∈ 𝑐𝑙𝑎𝑖𝑚}|
|

(1)

for any 𝑚 ≥ 2, where 𝑚 represents the cardinality of the claim, and
𝑓𝑏(𝑥𝑖) represents the output confidence of the brand model for image 𝑖.
The argmax operation selects the brand model that obtained the higher
confidence across all the 𝑚 images of the claim.

Furthermore, we apply the claim-level logic for the classification of
the color of the car as well. At the image level, we apply a threshold 𝜏
to select the color predicted by the model. Below this confidence, we
also consider the second class with the highest score, that is:

𝑓𝑐 (𝑥𝑖) =

{

𝐶𝑘, if 𝐶𝑘 ≥ 𝜏.
(𝐶𝑘, 𝐶𝑘−1), otherwise.

(2)

for any ordered prediction {𝐶1,… , 𝐶𝑘} where 𝐶𝑘 is the highest value
from the softmax function. Finally, given a set of color predictions
𝐶 = {𝑓𝑐 (𝑥1),… , 𝑓𝑐 (𝑥𝑚)} on the images of the claim, the most voted
color is chosen as the color of the car. Formally:

arg max
𝑓

|

|

{𝑓𝑐 (𝑥𝑖) ∈ 𝐶 ∣ 𝑥𝑖 ∈ 𝑐𝑙𝑎𝑖𝑚}|
|

. (3)

This phase of aggregation of the claims allows for the extraction of color
and model information directly from the images, thus verifying that the
information on the reported vehicle is consistent with the data of the
insured vehicle and, finally, allows, as explained, to reduce the number
of necessary comparisons within the database.

3.2. Damage reidentification

Damages identified by the damage localization and vehicle infor-
mation modules are ready to be reidentified via the damage-similarity
module. Different shots of the same damage can be very different. The
same damage can be captured in different lighting conditions, reflec-
tions, zoom levels, partial obstructions, and perspectives. The damage
reidentification module must therefore be robust to all these variables.
We chose to build our reidentification module on top of the OSNet of
Zhou et al. Zhou and Xiang (2019), Zhou et al. (2019, 2021), which
proved to be very effective for people’s reidentification task. In our
setup, the OSNet works as a feature extractor that maps input damage
into an embedding space. Hence, the damages are directly compared in
this space through cosine similarity. Unlike Li et al. (2018) who propose
to add global image features that represent the vehicle’s color and view,
in our case we use the car view, color, and brand information to reduce
the number of required comparisons. This allows us on the one hand
to significantly reduce the time required to reidentify the damage and
on the other hand to eliminate some biases such as the vehicle’s view
or color from the vector representation of the damage. Considering
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the heterogeneity of the photos of the same damage, many photos
may contain information that is not useful for the reidentification of
the damage. Therefore, we have chosen to crop the image around the
damage to only include this information when comparing two damages.
This allows us to eliminate unwanted noise and focus solely on the areas
of interest.

The goal of our damage reidentification module is to learn an
embedding function 𝑓𝜃(𝑥) ∶ R𝐻×𝑊 ×3 → R𝐸 that maps semantically
similar points from the data manifold in R𝐻×𝑊 ×3 to close points in
𝐸 and different points in R𝐻×𝑊 ×3 to distant points in R𝐸 . Formally,

let 𝐷(𝑓𝜃(𝑥𝑖), 𝑓𝜃(𝑥𝑗 )) ∶ R𝐸 × R𝐸 → R be a metric function measuring
distances in the embedding space. We train our model to minimize
the hard triplet loss (Hermans et al., 2017) function, which for each
sample in a batch, selects the hardest positive and the hardest negative
samples within the batch. We create the batches by randomly sampling
𝐷 different damages, and again randomly sampling 𝐾 images of the
same damage, thus obtaining a batch of 𝐷𝐾 images. Then, we train
the model to minimize the following loss function for each batch 𝑋:

𝐵(𝜃,𝑋) =
𝐷
∑

𝑖=1

𝐾
∑

𝑎=1

[

𝑚 +

hardest positive
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
max

𝑝=1…𝐾
𝐷(𝑓𝜃(𝑥𝑖𝑎), 𝑓𝜃(𝑥

𝑖
𝑝))

− min
𝑗=1…𝐷
𝑛=1…𝐾

𝑖≠𝑗

𝐷(𝑓𝜃(𝑥𝑖𝑎), 𝑓𝜃(𝑥
𝑗
𝑛))

]

+
,

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
hardest negative

(4)

where a data point 𝑥𝑖𝑗 corresponds to the 𝑖th image of the 𝑗th damage
in the batch. This loss ensures that, given an anchor point 𝑥𝑎, the
projection of a positive point 𝑥𝑝 representing the same damage 𝑗 is
closer to the anchor’s projection than that of a negative point 𝑥𝑛
belonging to another class 𝑑, by at least a margin 𝑚. The margin
guarantees that in the end, points that are sufficiently close to each
other will end up belonging into the same cluster, representing multiple
copies of the same damage.

We choose the cosine similarity as our distance metric:

𝐷(𝑓𝜃(𝑥𝑖), 𝑓𝜃(𝑥𝑗 )) =
𝑓𝜃(𝑥𝑖) ⋅ 𝑓𝜃(𝑥𝑗 )

‖𝑓𝜃(𝑥𝑖)‖‖𝑓𝜃(𝑥𝑗 )‖

and use the following similarity score:

𝑆(𝑓𝜃(𝑥𝑖), 𝑓𝜃(𝑥𝑗 )) =

{

0, if 𝐷(𝑓𝜃(𝑥𝑖), 𝑓𝜃(𝑥𝑗 )) < 𝜁,
1, otherwise.

(5)

Then two damages 𝑥𝑖 and 𝑥𝑗 are considered the same damage if
𝑆(𝑓𝜃(𝑥𝑖), 𝑓𝜃(𝑥𝑗 )) = 0.

4. Implementation details

All the experiments that we present in Section 5 were conducted
on an Azure Standard NCasT4-v3 series virtual machine with a 16 GB
NVIDIA T4. Next we provide some implementation details on the
models of Section 3. Then, in Section 4.1 we present the datasets for
training and evaluating our approach and in Section 4.2 our evaluation
metrics.

We trained the Filter, the car-view and the vehicle-detection models
on 684 × 684 images (introduced in Section 4.1) with the Adam (Kingma
& Ba, 2014) optimizer and a learning rate set to 0.0001. We trained
the models to minimize the cross-entropy loss on batches of 4 images.
Instead, we trained the brand and the color classification models with
the same configuration but on batches of 32 images of size 224 × 224
pixels. We trained the damage modules on batches of 4 images with
basic Detectron2 (Wu et al., 2019) configuration. Finally, we trained
the damage similarity module on 256 × 256 images with a larger batch
of 64 images and basic learning rate set to 0.0003. We projected the
images onto a 512–dimensional embedding space and, after performing
experiments, we chose 𝑚 = 0.3, 𝜏 = 0.5, and 𝜁 = 0.5 for Eqs. (1), (2)
and (5) respectively.
6
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4.1. Datasets

The training and testing of all pipeline components that we have
introduced so far require to tackle several tasks. In industrial applica-
tions, data preparation requires a major effort to be able to structure
datasets useful for model training. For this reason, we have decided
to dedicate this section of the paper to the description of the datasets
built to train the various components of the pipeline introduced so
far. Unfortunately, we cannot release all the data used for each com-
ponent as they are subject to privacy and covered by trade secrets,
but we will describe them in detail and report their characteristics
summarized in Fig. 3. In addition, to facilitate reproducibility of results,
we also introduce a new set of tests for the damage reidentification
task. The test set and the proposed models will be released publicly.
For all datasets, unless otherwise specified, we use 90% of the data
for training and the remaining 10% for testing. Finally, because we
propose a supervised method for damage reidentification, we use the
COCO Annotator (Brooks, 2019) tool to annotate the damages and
components of the car in the images.

Damage detection and localization. To identify and locate the
damage to the vehicle we have introduced two components. The first
deals with classifying the vehicle view and the second identifies the
damage. For the former, we built a dataset of 14,054 images. Each of
these has been annotated to classify the following 9 views: back, back-
left, back-right, left, right, front, front-left, front-right, and zoomed.
Fig. 3(b) shows the distribution of each element. For the second task,
we created a dataset of 3818 examples of scratches, cracks, and dents.
As shown in Fig. 3(f), scratches are numerically much more frequent.
Consequently, to balance the number of samples across all the classes,
in the training phase we increase the crack and dent by applying a data
augmentation strategy by introducing random flipping, rotation, satura-
tion, contrast and brightness. Because the damage can only be present
in photos of vehicle exteriors, in Fig. 3(a) we report the distribution
of the dataset used to train the filter. The dataset contains many other
classes than External, which are used for other purposes that are beyond
the scope of this work.

Vehicle information. The detection and extraction of the vehicle
nd its basic information such as the brand and color is another funda-
ental step of the reidentification system. The first stage, therefore,

equires vehicle detection. To this end, the model was trained on a
ataset of 2036 images. Instead, the color detection model is trained
n a dataset of 210 images containing 13 colors. Finally, a dataset of
6 brands with a total of 37,000 images was created for the brand
dentification task. For this last dataset, we use the 80% of the data for
raining and the remaining 20% for testing. Figs. 3(e), 3(d) and 3(c)
how the statistics of these datasets.

Damage reidentification. To train our damage reidentification
odel we built a dataset, shown in Fig. 3(g), of 57,950 images. Of

hese, we use 90% for training and the remaining 10% for validation.
his dataset contains 11,571 possible matches and is constructed from
everal sources that include images from real claims (marked as From
ountries in Fig. 3(g)), two internal datasets of damages (labeled as
ource 1 and 2), and a synthetic dataset that was constructed as follows:
irst, we manually extract 74 real damages from images of damaged ve-
icles using the GIMP software (The GIMP Development Team, 2019).
he damages were extracted with a transparent background to remove
etails of the original bodywork. Then, for each damage, we automati-
ally paste it on a car identified through our vehicle detection system.
or each vehicle image, we create 7 different versions of the damage by
pplying it in 5 different positions and creating a perspective change
nd an affine transformation of the damage.

We evaluate the model on two test sets. The first contains 385

mages with a total of 139 unique damages with at least 2 matches per
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Fig. 3. Distribution of the training and evaluation datasets used for the components of the pipeline. For each dataset, we show the classes and corresponding number of samples
per class. For the damage reidentification dataset (Fig. 3(g)) we report several sources used to construct the dataset, and the minimum (Min) and the maximum (Max) number of
matches for each image.
damage and up to 7 matches. The second,1 contains 567 images with
420 possible matches with at least 38 matches for each damage. The
public test set was collected by acquiring images of 42 vehicles with
five different smartphones. The images contain zoomed and nonzoomed
views of the vehicle and were captured in different lighting, dirt, and
reflection conditions to simulate the images sent by policyholders as
realistically as possible.

4.2. Evaluation metrics for damage reidentification

We conclude this section with a brief discussion on the evaluation
metrics adopted to evaluate the reidentification system. The task is
a reidentification problem, and as such, we use the most commonly
adopted metrics to evaluate these tasks (Ye et al., 2020). In addition,
we add two metrics that we used to evaluate the system and which

1 URL will appear here after publication.
7

proved useful for scaling the system into production. We call them
recall-at-top-k (𝑟𝑒𝑐𝑎𝑙𝑙𝑘) and F1-at-top-k (𝐹1𝑘).

The first reference metric is the cumulative matching characteristics
(CMC). CMC-𝑘 (also known as Rank-𝑘 matching accuracy Wang et al.,
2007) denotes the likelihood that a correct match will appear in the
top-𝑘 ranked retrieved results. Because it only examines the first match
in the assessment process, CMC is accurate when only one ground truth
exists for each query. However, in a real setting, the image database
typically comprises many ground truths, so CMC cannot completely
reflect a model’s discriminability across numerous matches. Therefore,
we use the Mean Average Precision (mAP, Zheng, Shen, et al., 2015).
It assesses average retrieval performance with numerous ground facts.
Originally, it was frequently used in image retrieval. It can address the
issue of two systems doing equally well in searching for the first ground
truth but having varied retrieval abilities for additional challenging
matches in reidentification evaluation.

Finally, we use 𝑟𝑒𝑐𝑎𝑙𝑙𝑘. Because we are interested in finding the
highest number of matches, the recall allows us to measure the number
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Table 1
Damage detection. model trained with different
learning rate (LR) strategies.

LR strategy IoU mAP

Step LR 10.0% 64.7%
25.0% 45.0%

Cosine LR 10.0% 67.6%
25.0% 51.9%

Aug. Cosine LR 10.0% 𝟔𝟗.𝟔%
25.0% 51.9%

of matches correctly identified against the total number of possible
matches. However, wanting to calculate this value with respect to the
top-𝑘, we apply a change to the recall.

𝑟𝑒𝑐𝑎𝑙𝑙𝑘 =
TP in the top-𝑘 results for each query

Max TP
here

ax TP = 𝑄 −
𝑄
∑

𝑞=1
𝑚𝑎𝑥{𝑇𝑃 𝑞 − 𝑘, 0}

ith 𝑇𝑃 𝑞 representing the true positives (TP) of the actual query q
nd 𝑄 representing the number of queries. From this definition, we can
inally define the 𝐹1𝑘 as follows.

1𝑘 = 2
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑟𝑒𝑐𝑎𝑙𝑙𝑘
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙𝑘

(6)

In Section 5.3 we evaluate our damage similarity system on all these
etrics and show how they help to scale our solution to a production

etting.

. Results

In this section, we evaluate the performance of the proposed pipeline
efore discussing the performance of the reidentification model, shown

n Table 2, we begin by reporting the performance of the vehicle
nformation, and damage detection and localization components that
ontribute to the functioning of the damage reidentification system.
inally, we conclude by reporting the performance of the damage
eidentification model and presenting the challenges faced in scaling
he model in a production pipeline.

.1. Vehicle detection and localization

Extracting basic vehicle information allows us to reidentify damage
ore accurately. Although it is interesting to reduce the error rate of

he reidentification system as much as possible, an error rate of 1% on 2
illion images still implies a very high number of false alarms. In addition,

t leads to a very high number of images to compare. As explained,
owever, it is possible to reduce the complexity simply by removing all
ossible unnecessary pairs by extracting vehicle information. First, the
ehicle identification pattern introduced in Section 3.1 achieves 85.0%
ccuracy. Once the vehicle has been localized, we identify the color
nd brand of the car. The brand recognition model accurately classifies
8.0% of the images analyzed, and the color model achieves 87.0%
ccuracy.

In Section 6 we show the benefits of these components by scaling
nto production.

.2. Damage detection

The damage detector is a key component of our pipeline, as dam-
ge reidentification would not be effective without accurate damage
ecognition. As explained previously, in this work we focus on cracks,
ents, and scratches. However, we are not interested in the classification
8

f damage, that is, the correct identification and classification of the
amage as a crack, dent, or scratch, but we limit the analysis to
ecognizing each of these classes as damage. In spite of this, we still
onsider the classification task to be very interesting and at the same
ime complex; we, therefore, leave the possibility to investigate this
roblem in the future.

Unlike many other object detection tasks, damage can be very
eterogeneous, with different shapes, colors and sizes. Especially in
ome conditions of light and reflection on the bodywork (see Fig. 1),
ecognizing some types of damage (especially the dents) can be very
omplex even for the most experienced claim experts. For this, proper
uning of the model hyperparameters can help to significantly improve
erformance. In our experiments, we compared three different update
onfigurations of learning-rate. Table 1 shows the comparison in terms
f IoU and mAP between three learning rate strategies: (1) Step LR, the
earning speed of each group of gamma parameters decays at each step
ize epoch, (2) Cosine LR, setting the learning speed of each parameter
roup using a cosine annealing program, and (3) Aug. Cosine LR, the
osine LR scheduler with data augmentation. From these experiments,
he Cosine LR obtains better performances than the Step LR, and
he data augmentation further contributes to improving the overall
obustness of the model.

Ultimately, recognizing the damage is not sufficient to understand
here it is located on the vehicle body. For this, we also report the
erformance of the filter and car view models. The first means that the
amage detection model receives in input only images of the exterior of
he vehicle which can therefore contain damages. This model achieves
6.0% of accuracy. The car view model allows to identify the location
f the damage on the vehicle body and to reduce the comparisons
ecessary to identify possible matches. In this case the model achieves
0.0% of accuracy.

.3. Damage reidentification

The inspection of the damage similarity is the final step in our
ipeline. Damages and information extracted from previous modules
an be used to identify possible fraud attempts. In this section, we
resent the experiments that we conducted on the model and in Sec-
ion 6 we show the performance of the model when aggregated with
nformation extracted from the other components of the pipeline. Fig. 4
hows some reidentification examples of our system.

To evaluate the performance of the proposed solution, we compare
t with two models commonly used for image similarity tasks: Ten-
orflow Similarity (Bursztein et al., 2021) and Arcface (Deng et al.,
018). For all models, we report the results on the public and private
est sets introduced in Section 4.1. As shown in Table 2a and b, our
imilarity model achieves the best performance across both datasets.
rcface achieves higher recall on the public test set, but our proposed
odel still outperforms all the others in terms of mAP, CMC and top-
𝐹1𝑘. The F1 score is the most important metric for us to take into

ccount. If the recall indicates the number of correctly reidentified
amages, to apply the system in a real scenario, we must be sure that
he ratio between these and the number of false positives is not too
igh; otherwise, we would provide a system that correctly identifies
n increased number of matches together with an excessive number of
alse alarms, making our system inapplicable in practice.

Fig. 5(a) reports the precision–recall curve obtained at different
hreshold values of the model’s predicted class scores. This plot is
ssential to deploy such a model into production, because it allows to
easure the tradeoff between these two metrics. In a real setting, the

alance between these two metrics is very important. A system with
igher precision is preferred over one with higher recall. In fact, it is
ery important to have a small number of false positives with respect
o the total number of alerts: Because each of the alerts is verified
y a claim expert, a high number of false positives would require the
erification of too many alarms, thus raising the costs of maintaining
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Fig. 4. Sample queries and matching images in the public test set. The leftmost images are query images, followed by the highest similarity matches. Images framed in green are
correct reidentifications, whereas those in purple indicate errors. The similarity score is also shown above each image. Even in cases of error, the model identifies images that are
very similar to the query one.
Fig. 5. Evaluation metrics of the damage reidentification model on the public test set. Fig. 5(a) shows the precision–recall curve and F1 score obtained at different thresholds.
Fig. 5(b) shows the variation of the performances with respect to the top-k predictions for different values of k.
Table 2
Evaluation of the damage-similarity model on the public test and private test sets.
Model mAP CMC Top 5 𝐹1𝑘 Top 10 𝐹1𝑘 𝑟𝑒𝑐𝑎𝑙𝑙𝑘 95 𝑟𝑒𝑐𝑎𝑙𝑙𝑘 90 𝑟𝑒𝑐𝑎𝑙𝑙𝑘 50

TF similarity (Bursztein et al., 2021) 50.8% 76.9% 56.9 45.2% 12.1% 19.7% 43.6%
Arcface (Deng et al., 2018) 63.7% 84.6% 72.1 58.2% 𝟑𝟑.𝟏% 𝟑𝟔.𝟕% 𝟔𝟎.𝟔%
Ours 𝟕𝟏.𝟓% 𝟖𝟕.𝟐% 𝟖𝟎.𝟐 𝟔𝟓.𝟎% 29.1% 35.4% 𝟔𝟎.𝟔%

(a) Public test set.

Model mAP CMC Top 5 𝐹1𝑘 Top 10 𝐹1𝑘 𝑟𝑒𝑐𝑎𝑙𝑙𝑘 95 𝑟𝑒𝑐𝑎𝑙𝑙𝑘 90 𝑟𝑒𝑐𝑎𝑙𝑙𝑘 50

TF similarity (Bursztein et al., 2021) 61.4% 61.4% 33.9 22.5% – 15.4% 39.1%
Arcface (Deng et al., 2018) 64.4% 64.4% 35.6 24.2% 32.0% 35.2% 49.0%
Ours 𝟕𝟗.𝟐% 𝟕𝟗.𝟓% 𝟒𝟑.𝟖 𝟐𝟖.𝟏% 𝟒𝟓.𝟓% 𝟒𝟗.𝟖% 𝟕𝟐.𝟑%

(b) Private test set.
the process. However, retrieving all potential fraud attempts is also very
important.

Fig. 5(b) adds another important ingredient to scale into production.
The system maintains a very high 𝑟𝑒𝑐𝑎𝑙𝑙𝑘 within the top-5 and beyond.
This is an encouraging result, as it suggest that within five possible
similarity alerts there will be a very high probability of encountering a
correct match.

There is another key element to consider in evaluating the ap-
plicability of such a model in an industrial setting. The end users
will be anti-fraud experts, but as such, ignore how to interpret deep-
learning models. What is crucial is that users do not perceive alarms as
completely random. Interpretability is very important. As mentioned, a
limited number of errors is acceptable, but for the system to be really
used it is necessary that even the errors are somehow interpretable.
Fig. 4 shows some examples of matches produced by our system. Green
framed images indicate correct matches and purple frames indicate
errors. Although some recovered images are incorrect, the errors are
still acceptable as they include images that are very similar to query
images.
9

Fig. 6 shows an embedding obtained through a projection of the
features through UMAP (McInnes et al., 2018). Dots of the same color
represent the real matches. Interestingly, the model learns to correctly
map similar damage that is very close to each other. What is further in-
teresting is that many false alarms consist of examples that are visually
very similar to the input one. In fact, the model maps nearby images of
cars of the same model or very similar models and of the same color.
Even though damage is therefore a key component of learning, it is
not the only feature used by the model. Added to this, Fig. 6 shows the
attention maps of three images. The activations are mostly concentrated
around the damage, which confirms that the model is correctly looking
at the damaged area of the picture to make a decision. The analysis
of the attention maps suggests that there are some problems that still
need to be solved. In many cases, the activations are stronger around
the vehicle’s escape lines. These are in fact very similar to damage,
especially with respect to scratches. We leave the solution of this issue
for future development.
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Fig. 6. Embedding projection in a two-dimensional space using UMAP (McInnes et al., 2018). Points of the same color represent the same damages. We show three sample damages
with their corresponding heatmap. The third column images show the heatmaps overlapped over the images for a better visualization of the activations. The model activations
correctly focus on the damaged parts of the vehicle. Added to this, images of the same damages are correctly mapped one to each other in the embedding space.
6. Discussion

The proposed solution allows for the identification of possible dupli-
cate damages with acceptable performance in the test phase. However,
as mentioned, it is important to be able to apply these solutions in
a real scenario. The largest insurance companies operate in several
countries around the world. This means being exposed to a huge
number of possible variations in the image acquisition processes as
well as in the characteristics of the insured vehicles. This implies that
the performance of the proposed solution may vary depending on the
countries where it is applied. In general, it is possible to identify the
two most frequent causes of the variation in performance: (1) the image
quality, which is higher in some countries and very low in others, and
(2) the average number of images acquired for each claim, which can
vary depending on the regulations applied in the various countries.
Therefore, the main idea behind this work, is to support the damage
reidentification module with the vehicle information extracted by the
other components of the pipeline. Fig. 7 show the average effect of
filtering across several countries. Despite the good performances in
an experimental setting, the proposed damage reidentification system
would still produce an average 90% of false positives (FP). Obviously
this is not acceptable. To reduce the alarms further, it is necessary to
integrate the information extracted from the images with the Vehicle
Identification Number (VIN) data. This is an identification number
that acts as the car’s fingerprint, as there are no two vehicles on the
road with the same VIN. A VIN consists of 17 characters (digits and
uppercase letters) which serve as a unique identifier for the vehicle. A
VIN shows the car’s unique features, specifications, and manufacturer.
The VIN can be used to track recalls, registrations, warranty claims,
theft, and insurance coverage. By integrating our proposed method with
the car model filtering extracted through the VIN leads to 65% of false
alarms. By further refining the filter by restricting the search to the
single-vehicle, the FP is further reduced by up to 18%, which represents
a 72% reduction of possible alerts.

We hope that this analysis will stimulate the interest of the scientific
community in this type of problems. The results show that despite good
performance in the experimental settings, it is still difficult to use a
system based solely on image analysis.
10
Fig. 7. Average percentage of false positives across two European countries. Despite
the good performance in an experimental setting, the proposed system still produces an
average 90% of FPs. To apply the system into production, we still need data external
to the images, for instance, the VIN.

7. Conclusions

In this paper, we proposed an automatic system for identifying
fraud attempts in the insurance sector. The system allows, once the
images of an accident have been received, to extract information about
the vehicle and to identify similar damages within a collection of
images. The solution has been validated by comparing the proposed
method with two state-of-the-art solutions for image similarity estima-
tion. We showed that our method outperforms current solutions and
we validated the solution both quantitatively and qualitatively. The
visualization of the embedding and the attention maps, confirm that
the system is able to project input images into a space in which similar
damages are mapped closer. In addition to this, we have released a
new set of benchmark tests, which we hope will fuel the debate in this
new field of application of image retrieval. Finally, we discussed the
challenges that need to be addressed to scale these systems into a pro-
duction environment. The recognition of damages and the aggregation
of information extracted from the vehicle allow a significant reduction
of comparisons in the database, however, the number of false alarms
remains too high, showing that more research is needed to solve this
hard problem.

As highlighted in our experiments, the proposed solution can still
be improved. The current solution is heavily dependent on the data it
is trained on. Having approached the problem in a supervised way, the
data used in training are rather limited. Future work can, therefore,
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focus on the design of self-supervised learning techniques that allow
training on a much greater number of images. As shown in our ex-
periments, adding data augmentation improves performance by a good
margin. Thus, future work can analyze this setting in more detail to
train the unlabeled system more effectively.

Data and code availability

The code of all models and the dataset is publicly available on our
Github repository.2
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